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Summary

In the present work we solve the problem of data ow routingMulti-Overlay Robust
Networks (MORN) while aiming to minimize its routing costhi$ kind of networks are typi-
cally IP/MPLS Data Network deployed over an SDH/DWDM tramgpnfrastructure.

Through the IP/MPLS Multi-Layer Data Network different ismof services having a wide
variety of quality of service requirements are deliverdao3e services are being transported by
an SDH/DWDM Transport Network which has different trangpzapacities. In this network,
routing cost depends not only on the assigned transportitgjat also in the technology that
it uses.

Our problem seeks not only to route data ows through Data Bmaahsport Networks but
also to optimize routing costs and the reliability of thewmtk. The inputs of our problem
are the topology of the Data and Transport networks as weathadudget that the network
operator has in order to improve its network routing cost$ rafiability. We will assume that
the operator can only use that budget for installing newslinétween existing transport nodes.
The output of the problem is the data ow routing in the Datal dmansport Networks and
its associated cost. Routing in the Transport Network isutated not only in the nominal
scenario - when all the Transport Network links are up anching- but also in each single
transport link failure case.
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Resumen

En el presente trabajo se resuelve el problema de ruteas dgodatos en una Red Multi-
Capa Robusta (MORN por sus siglas en inglés), mientras gtratsede minimizar el costo
asociado a su ruteo. Este tipo de redes son generalmengededatos IP/MPLS desplegadas
sobre una infraestructura de transporte SDH/DWDM.

Sobre la red de datos IP/MPLS se cursan distintos serviciogliferentes requerimientos
de calidad de servicio (Qo0S). Los servicios de la Red de Dsdogransportados por la red
SDH/DWDM la cual tiene distintas capacidades de transpéimteéste tipo de redes el costo
asociado al transporte depende no solo de la capacidachdaigrara el transporte sino que
también depende de la tecncologia utilizada para trarspdicha capacidad.

En el problema no sélo se busca enrutar ujos de datos a tidewdas Redes de Datos y
Transporte sino que también se busca optimizar los costmgeley la con abilidad de la red.
Como punto de partida, el problema toma como informaciéodalbgia de las Redes de Datos
y Transporte asi como cierto presupuesto que el operadar réel lposee para poder mejorar
los costos de ruteo y la con abilidad de su red. Asumiremasdjoho presupuesto solo puede
ser utilizado para instalar nuevos enlaces entre los nodsteetes en la Red de Transporte.
La salida del problema es el ruteo de los ujos de datos tantia &ked de Datos como en la
de Transporte, asi como el costo asociado a dicho ruteotddi an la Red de Transporte se
calcula no solo en el escenario nominal - cuando todos I@ceslde la Red de Transporte
estan funcionales - sino que también en cada escenarioalsifaple en sus enlaces.
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Chapter 1

Introduction

1.1 Introduction

Telecommunication networks play an extremely importald imour communities, allow-
ing to share information in a wide range of activities. Thastvities span from entretainment
(online gaming, social networking, etc) to all kind of ardi activities such as science, educa-
tion or health.

In last years most telecommunication companies startelbylag optical ber networks.
Throughout this work, this optical network will be referedas thephysical networkTo guar-
antee service availability, these networks were desigmadiay that several independent paths
are available between each pair of nodes. As optimizing @ualgpcation is a key requirement
for operators, several algorithms were developed to addhes point. Many research groups
in works as 3, 25, 30] have been working for many time in this area.

The exponential growth of Internet traf ¢ volume led to thepibyment of Dense Wave-
length Division Multiplexing (DWDM) technology4]. This technology allows multiplexing
several connections over one single optical ber usingedéht wavelengths, and rapidly be-
came very popular with telecommunications companies tsec#uallowed them to expand
the capacity of their networks without laying more opticéler. A DWDM link is a logical
connection between two nodes that have an optical ber coimre A DWDM path is a set
of links that connects, from a logical point of view, two refmmodes. Nowadays, DWDM is
the most popular network technology in high-capacity @ptimackbone networks. Optical re-
peaters must be placed at regular intervals for compegstitaloss in optical power while the
signal travels along the ber. Therefore, the cost of a DWDalIpis proportional to its length
over the physical network.

DWDM supports a set of standard high-capacity interfacas (g 2.5, 10 or 40 Gbps). The
cost of a connection also depends on the capacity but nobgiopally. Due to economies of
scale, the higher the bit-rate the lower is the ratio costcppacity. DWDM nodes and paths
form a so-calledransport networkThis network runs on top of the physical one.

As traf ¢ grows, the number of DWDM links per physical contien must increase. This

9



10 Chapter 1. Introduction

may cause multiple logical link failures from a single plogdilink failure. This scenario is
shown in Figurel.1

________ Transport link failure - !

Data link failure @ /@%

Data Network @ @ @/

Transport Network

Figure 1.1 -Example of multiple logical link failure from a single phygsil link failure.

This issue led to the development of new multi-layer modelara of all network layers.
Most of these models share in common the 1+1 protection nméstha This means that each
traf c demand required between two DWDM nodes must be rotitedugh two independent
paths, so in case of any single physical link failure, attleag of them survives. Routing op-
timization of a two-layered-network is signi cantly mor@mplex than single-layered ones.
Our concept of route optimization refers to the duty of ngliminimum-cost routes. So, hav-
ing a de nition of routing costs (for instance its lengthietroutes to be found for all traf ¢
requirements must be the ones that produce the lowest edbefoperator. This topic has been
widely studied and some examples can be found 814, 26, 36, 37, 40, 41].

Another widely used transport layer technology is SyncbusnDigital Hierachy (SDH)
[3,6-8] as it has 1+1 protection as its native protection mechanism

The transport layer builds the Transport Network that i$tlusing either SDH or DWDM
as transport technologies. We will consider the exchangaa tbetween transport nodes as
static. Once a traf c demand is established between two si@i¢he network, a path with
enough capacity is built in order to route such demand. Tégadcity can not be used by other
traf c demands so it is consumed entirely regardless itfeatively used or not.

During many years the connections of IP networks were impteed over SDH. As a
consequence IP networks rarely suffered from unplannedldgg changes. Most recently,
Multi-Protocol Label Switching (MPLS)J9], traf c engineering extensions for dynamic rout-
ing protocols (e.g. OSPF-TR4)), fast reroute algorithms (FRR1]) and other new features
were added to traditional IP routers. This new technologydliknown as IP/MPLS, opens a
competitive alternative against traditional protectioeamanisms based on SDH.

Data Network is built on top of the Transport Network. It isaeaup of “virtual links”
and Data Network elements such as IP/MPLS routers. Data én called virtual as they are
not associated to any static physical path. The Data Netwses the services provided by
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the Transport Network to route its virtual links. Figute?2 shows an example of virtual links
mapping into a Transport Network.

L3

Data Network

Transport Network e

Figure 1.2 -Example of virtual links mapping into a Transport Network.

In order to cope with data traf c demands, “virtual capasti are created in the Data
Network. These capacities can be estimated as explainegBjrahd will be considered as
given. Virtual capacities de ne demands for the Transpastwork, leading to the creation of
capacities in the physical layer. These capacities aréettesing idle capacity or by installing
new optical bers. Virtual links and virtual capacities hig the “virtual layer” in the Data
Network.

As we will see later on, our problem presents many traf ¢ dedsabetween Data Network
users. Such demands are usually called commodities, soengeating with a class of multi-
commodity ow problems. This kind of problems have been vjdeeated in literature such
asin P, 16, 22, 28, 35).

One remarkable characteristic of the data ows in the Datewdek that we will work with
is that they are unsplittable, so data traf ¢ belonging taven ow must follow the same path.
This characteristic is not always assumed in literaturejesexamples in which data ows
can be splitted are9[ 16, 21, 26, 28, 29, 34, 35, 41]. On the other hand, unsplittable ow
problems have been addressedlig, 42]. However, they only consider a single-layer network.
An illustration of the differences between splitted andplitted data ows in a Data Network
is shown in Figurel.3 In that Figure it can be observed how, in Data Network B, théd
between two endpoints goes through two different paths, essay that the traf ¢ is splitted
between both paths. On the other hand, in Data Network Ahallraf ¢ goes through the same
path, so we say it is unsplitted.
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g
7 N 77 R
Data Network At — — Data Network B Q

Figure 1.3 Hllustration of a Data Network implementing unsplitted (#)d splitted (B) data ows.

IP/MPLS networks are usually represented in a stack diadjkenthe Open System Inter-
connection (OSI) basic reference model that is de ned inlTig-T X.200 recommendation
[4]. Figure 1.4 shows the interaction of different layers in a stack diagriigure1.5 shows
a network diagram of a multilayer structure. Layer 1 repneséhe Physical network, Layer 2
represents the Transport Network and Layer 3 represenf3ateeNetwork.

Layer 3 -

Figure 1.4 -Examples of different technologies interacting in a staokcture.
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Data Layer

Transport Layer @

'
—

i E:l
|§§

B
(-

Figure 1.5 -Example of a multilayer network.

Physical Layer

1.2 Problem Overview and Related work

In the present work we address the problem of nding the mimmcost-con guration
of a logical topology over a physical layer. That physicalelacan be extended according to
pre-esablished budget. We will refer to it as the installatiudget.

Our goal is to develop an algorithm that helps telecommuiocicaompanies to design and
plan the expansion of its telecommunication network carsig) current and expected data
traf c demands constrained on the installation budget.

Considering as an input the traf c requirements of the DagawWork (data ows), the so-
lution of the problem is presented as a routing in the Datavidit and Transport Network.
The routing is performed minimizing its cost and must beligrti to simple failures in the
Transport Network. This means that when one link of the TpartsNetwork fails, the traf ¢
can still be routed. In order to achieve this, the solutioms@an over the initial Transport Net-
work or eventually use additional transport links that mstinstalled. The number and type
of transport links that can be installed is constrained enitistallation budget. We will refer
to this problem as the Multi-Overlay Budget-Constrained&st Network problem or simply
MOBCRN.

The inputs of the problem are:

1. Data ow requirements between the Data Network terminals
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2. Data Network and Transport Network topologies.
3. The budget to install new links.
4. The cost of installing each potential new link in the Tizors Network.

The Data Network spans over a network that can be modeled asiomplete graph. This
means that every data node can establish a link with any dttarnode in the Data Network.
This can be justi ed by the fact that Data Network nodes anenected through virtual links
that are established dinamically once a data ow needs tobid.

As the Transport Network usually has a topology structuredrigs, we can model it as
the composition of one or more cycles.

As we mentioned earlier, to solve our problem we must routa davs in the Data Net-
work and Transport Network targeting to optimize the rogitbosts. In case it is necessary and
possible, this is achieved by expanding the Transport Nétwstalling new links.

Some related problems have been studied in the pas23InBley et al. present a model-
based optimization for the design of multi-layer networBased on reference networks from
the German research project EIBONH,[they investigate the in uence of various planning
alternatives on the total design cost. These alternativdade a comparison of point-to-point
versus transparent optical layer architectures, diftaranc distributions and the use of SDH
vs. Ethernet] interfaces.

In [27], Koster et al. address a planning problem in the design ¢i/B8BVDM multi-layer
telecommunication networks. Their goal is to nd a minimumwst installation of links and
nodes in both network layers such that traf c demands careblized. The problem is solved
using mixed-integer programming techniques that takesdaotount constraints as node or link
failures.

In [38], Risso address the problem of deploying a data networlcaliy IP over MPLS,
relying on the services of a lower layer using transportnetdgies such as SDH or DWDM.
That goal is achieved implementing routing robustnessmafiesifailure links and at optimum
cost. The problem is solved applying meta-heuristics nothzased on Greedy Randomized
Adaptive Search Procedure (GRASEYJ.

In [32], Parodi studies the problem of designing a Data Netwonkguah existing Transport
Network in a robust way and at minimum cost. Network desigmlies decisions about the
network topology, link capacities and traf c routing. Thssachieved by using different binary
integer programming models implemented in CPLEX.

In [18], Despaux study the optimization of a multi-overlay netwonplementing heuris-
tics (tabu-search-based).

In [17], Corez address the problem of multi-overlay network plagrapplying a variable
neighbourhood search approach.

The design of multilayer networks has also been studiedin1[3].
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1.3 Thesis Organization

The rest of this thesis is organized as follows:

Chapter 2: Model Entities introduces the network elements and mathematical cosicept
that compose the MOBCRN problem.

Chapter 3: Formal De nition of the Problemexplains the abstract model and the structure
of the problem.

Chapter 4: An Algorithm for the MOBCRNexplains step-by-step how the algorithm
works.

Chapter 5: Test Cases Descriptiomlescribes all the test cases implemented in order to
validate and explore the functionalities of the algorithesigned.

Chapter 6: Results of the Test Caseshows the results obtained when running the set of
test cases explained in the aforementioned chapter.

Chapter 7: Conclusionssummarizes the project and presents the conclusions.

Chapter 8: Open Problems and Future Worgresents some open problems that can be
studied taking the present work as base.
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Chapter 2

Model Entities

2.1 Introduction

This chapter introduce the network elements that are parteoMOBCRN problem. We
de ne the Data and Transport Network with their differenérakents and characteristics and
how we model the costs. We also explain the relation betwesta Bnd Transport Networks
and the routing within each network. Finally, we de ne thelpem formally.

2.2 The Data Network

De nition 2.2.1 A Data Network graph is a simple undirected gra@s = (Vp;Ep), where
\p represents the set of data nodes &hsl represents the set of edges.

Gp =(Vp;Ep) topology: The Data Network graph can be either a simple graph or a
multi-graph. For convinience we will assume that the Datadek graph is a simple graph
whose edges can eventually represent as much parallel agdgesessary.

We will also consider that the graph is undirected. This raehat given any edgey 2 Ep
that connects two data nodeg; vy 2 Vp, the communication between both nodes is bi-
directional and full duplex. This is the same as having twiedirectional edges between both
nodes compacted into just one node.

Finally, we also must consider the different alternativessthe connection between data
nodes. We will consider that every nodge2 Vp can be directly connected to each other.

19



20 Chapter 2. Model Entities

Figure2.1shows an example of a Data Network.

f

—tP

Figure 2.1 -Example of a Data Network.

2.2.1 DataTrafc

Data traf c will be generated or terminated by data nodesiaizdusually variable in time.
In order to model data traf c we can consider two differenpayg of traf c: committed and
excess.

Committed Traf c: This type of traf ¢ must be carried by the Transport Netwovlee if
a simple failuré occurs. This traf ¢ must be transported entirely and allinee, also consid-
ering QoS parameters suchaeayor jitter. This type of traf ¢ is usually related to real time
multimedia data as voice over IP (VoIP) or video on demand{(Vo

Excess Traf c: This type of traf ¢ will be available only a portion of time nmatter if
there is a simple failure or not. For example, excess trafn be carried if there is enough
capacity available in the installed routes. This type of ¢ris usually related to best effort
traf ¢ such as Internet traf c.

Committed and excess traf ¢ between each pair of data negeg 2 Vp will be as-
sumed to be known. We will denote them @5 and m; , respectively. We will refer to
mj = (m;j;mj) as the traf c demand vector. Its components are the comdhited ex-
cess traf c. It represents the traf ¢ that would be carriedthe network in case it would have
in nite transport capacity.

1. A simple failure occurs when one and only one link is unat for some reason.
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De nition 2.2.2 Functionf ,f : R2! R, maps the traf c demand vectamy; = (mj ; mj; ),
in a single real valuem; which is the estimated traf c demand. More details about Hbis
function operates can be found i8g].

De nition 2.2.3 We will refer toM =[m;; ]; ij j v, as the demand matrix of the problem. It
is a matrix whose elements;; = f (mj; ; m; ) represent the demand betwegrandy; .

2.3 The Transport Network

The Transport Network will be represented by a simple, nioeeted, planar, 2-vertex-
connected graph. We can assume that the graph is planar egtited ber canalizations are.
In case links must be overlapped we can install a networlostan the overlapping point.

De nition 2.3.1 A Transport Network graph is a grapgr = (Vr;E1), whereVr andE+
represents the set of nodes and links of a Transport Netweskgectively.

Gt = (Vt;E7) topology: The Transport Network graph can be designed with or without
link protection. As per “link protection” we understand thessibility of route a ow by two
edge-disjoint paths i1 . This enables a transport node to switch between these ipattisk
failure occurs in one of them. We will consider that the taoyl of the Transport Network is
such that for every two nodes; vs 2 Vy there are at least two edge-disjoint paths that con-
nect them. The most typical con guration that represernitssbenario is a multi-ring topology.
This is the most common topology used in SDH networks as SOttark elements has the
capability of switching the traf ¢ from one side of the ring ainother in a few miliseconds
(tipically less than 50 ms). We can say that the Transporivibit is 2-vertex-connected as it is
built upon the transport “rings” concatenation which alwagpve at least two nodes in common.

De nition 2.3.2 In same situations the telecommunication network will sleaData Network
and a Transport Network node in the same building. Fundiisntns : Vp ! Vi, is such that
tns(vg) = Vi when this situation happen. This function returns the tpamsnodev; located
in the same Network Station as the data negle
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Figure2.2 shows an example of a Transport Network.

Figure 2.2 -Example of a Transport Network.

2.3.1 Transport Links

Transport links does not have any capacity limit. This mdéhatwe must install as much
“transport resources” as needed to cope with Data Netwafk lemand. Transport resources

can be optical bers, processing or switching boards anchevevhole new transport equip-
ment.

Another consideration is that, according to our modelingjlare in a transport link affects
all the connections that are being transported throughlitiatAlthough it is possible that not
all the optical bers corresponding to the same link fail la¢ tsame time, in general, optical
ber failures are caused by external factors such as ceaatédiz damages that usually affects
all optical bers corresponding to that canalization.

2.3.2 Transport Network Traf c

Transport Network traf ¢ is completely static. Once a traflemand is established between
two endpoints - a traf c ow - we need to nd a path between teesndpoints. That path must
have enough capacity to cope with the traf c demand and onhisedstablished the required
bandwidth is removed from the capacity of the links that cosgpthat path. As we stated
before, in order to achieve this we will install as many limssneeded to match traf ¢ demand
needs.

The same happens with routing. Once a route ow is estaldisheemains static. When
some link fails, all ows that are being carried through thiak are out of service until that link
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becomes available again.

2.3.3 Transmission Costs

In Time Division Multiplex (TDM) technologies, such as SDtHe transmission cost of a
ow is proportional to the product of the length of the routedathe bandwidth of the ow.
The traf ¢ is transported in containers which have xed bamdths. In the case of optical
technologies, such as DWDM, the assigned resource to tertsaf ¢ is not a container but a
wavelength over which a wide variety of speeds can be maetlildh this case, costs are only
proportional to the length of the route.

SDH and DWDM cost per kilometer are represented in Figugan red and blue, respec-
tively. The green line represents the minimum cost per kiitanfor a given speed. This is the
model that we will assume for costs in the Transport Network.

cost(z)[;%

costrlansg () F=0in{costs plp (=), cost pwipar ()}

I[Mbps|

Figure 2.3 —Cost per transport technology.
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the connections of the Transport Network. By de nition wi suippose thafy, = 0.

De nition 2.3.4 The cost functionT : B ! R, maps each capacity & to the corresponding
cost.

De nition 2.3.5 The distance functiorr, : E1 ! R, maps each edge 2 Et to its length
(say, in kilometers). We extendo paths oveiGr by de ningr ( 4) as the sum of (e;) over
all edgese; of the path 1.

De nition 2.3.6 The cost in the Transport Network of a ow over a paijn with bandwidth

by iscost{ 1:hj)=r( 1) T(o).
2.3.4 Installation Cost
As part of the construction of a routing strategy we allowdema budget constrain, the

installation of new transport links.

De nition 2.3.7 Let Et be the set of potential edges to be added to the Transportddetw
We haveET = KjVTj nEr.

De nition 2.3.8 LetET be the expanded set of edgE§. = Et [ f egwhereg_g...;ej are
the links that are added when expanding the Transport Nétwor

We will assume that installation cost of a new transport debends linearly on its length.
This is because most of installation costs can be assodiatibhe cost of the optical ber and
the canalization cost.

De nition 2.3.9 The installation cost matri€ = f c) (i y2E+ » IS @ positive-real-cost matrix
associated to the arcs & = fKjy,j nEtgthat models the cost of installing a link between
two different sites o¥/t.

2.3.5 Installation Budget
We will consider that the operator has a budget that can be tasexpand its Transport

Network aiming to reduce and optimize its routing costs.

De nition 2.3.10 We will refer tol as the installation budget. It is the budget that the oparato
can invest on its Transport Network.
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2.4 Traf c Routing

2.4.1 Routing in the Data Network

The problem of routing in the Data Network is to nd how to eatlge traf c between any
pair of nodes. That is, which are the links in the Data Netwibidt we will use to route the
traf c. In an MPLS network these links builds a tunnel.

Notation 2.4.1 We denote bi?p be the set of all possible paths @y, .

De nition 2.4.2 A routing scenario p is any subset dPp .

De nition 2.4.3 A routing scenario p is a set of paths oveBp , each connecting a different
pair of data nodesy;;v;, with (vi;v;) 2 Ep. We de ne for(v;; v; ) 2 Ep, E) as the unique

path in p that connects; withv;, if such a path exists. We writ% = ; otherwise.

Let's the following example illustrate these de nitions.

Example: Consider a Data Network as shown in Fig@rd whereVp andEp are the fol-
lowing:

Vb = fvi;V2;V3; Vs, V0.
Ep = f(v1;V2);(V1;Vs); (V2;Va); (V2; Vs); (V3; Va); (V35 Vs); (V4; Vs) Q.

Vi

Vs V2

Figure 2.4 -Data Network example.
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A possible routing scenarias is:
p = ff (v1;v2)g; f(v2; v3); (V3;V5)T; f (V1; Vs); (Vs; Va) G; F (Va; V) (V55 v2) G5 F (Ve v2); (V2; va); (Va; Va) 9o
Under this routing scenario the possible routes frqnto v, are:

1D41 = f(v1;Vs); (Vs; V4)Qg.
L = £(vi;v2); (Vi Va); (Va; Va)g.
These routes are coloured in Figaé.

V1 \%1

Vs V2 Vs V2

S P S

V4 V3 Vg V3

Figure 2.5 Routes fronv; to v4 under p.
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We next relate Transport and Data Network routing throughféllowing de nitions.

De nition 2.4.4 A routing scenario function,: ( Et[; )! 2P0, assigns a routing scenario
for each edgey, 2 Ev, as well as the empty set. For eagh2 Et, ( &) represents a routing
scenario in case of failure of the link representedehywWe refer to( ;) as the nominal routing
scenario; which represents a routing scenario in case alhgport links are operative.

Notation 2.4.5 We denote byié,t 2 ( &) the routing in the Data Network between data nodes
vi andv; when the transport link represented &yis not operative.

2.4.2 Routing in the Transport Network

The problem of routing in the Transport Network is to set uplthks that will provide the
transport service to the Data Network.

Notation 2.4.6 We denote by the set of all possible paths @T.
De nition 2.4.7 A ow con guration Tt is a set of paths oveBr, each connecting a different
pair of nodesti;tj, (ti;tj) 2 Er. For a data edgesq = (vi;V;), we denote by% the unigue

path in 1 that connectdns(v;) withtns(v;), if it exists, and we denoté’r = ; otherwise.

De nition 2.4.8 A ow con guration function, ( vj;vj) = 4 assigns a ow con guration
to each edge in the Data Network.

The following example illustrates these concepts.

Example: Let Gp = (Vp;Ep) andGt = (V7;ET) be a Data and a Transport Network
of Figure2.6.

Figure 2.6 —Routing in the Transport Network.
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We have:

Vb = fvi;V2;V3; Vs, V0.

Ep = f(v1;V2); (V2;V3); (V3;Va); (V3; Vs); (V35 V1) (Vas Vs); (V4 V1) (Vs; V1) Q.

Vr = ft;to;ts;ts; ts; te; t7; teg.

Et = f(ty;t2); (t2;t3); (t3;t7); (t3; te); (t7: ta); (ta; ts); (ta; ts); (ts; t1); (te; ta); (ts; 1)

tns(vi)=t; i=1:::5:
A possible ow con guration is:

T = ff (taite); (te; ta)g: f (1 t2) G F (ta: te); (tei ta) G f (ki ta); (taste); (i ta) @i F (tas ta); (tai ta) G
f(ts;ta); (ta;t7); (t7;t3)Q0.

For example, under this ow con guration,2® can be eithef (ts; t1); (t1;te); (ts; t3)g or
f(ts;ta); (ta; t7); (t7:13)Q.



Chapter 3

Formal De nition of the Problem

3.1 Structure of the Problem

The structure of the problem is the following:

Inputs:

1. Data Network :
Gp = (Vp;Ep) : Data Network graph.
M : Traf c matrix.

2. Transport Network :
Gt =(VT;E7): Transport Network graph.
B : Available capacities.
T : Technology cost function.
r : Distance function.
tns : Transport Network station function.
€ : Installation costs matrix.
| : Installation budget.

Outputs:

1. 61 = (V1 ;E7): The expanded Transport Network.
2. B = fbjjg.;)2e, : Capacities assigned to the data links.

3. =f .iljjtgi;j2VD t2f Ey g - Dataroutes for each failure scenario as well as the nominal
scenario.

4. =f ﬁg(i;j)ZED 1b; 80 : Transport routes for each data link in which a capacity is as-
signed.

29
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As we stated before a major goal of this problem is to minintiee cost of the solution.
The cost of a candidate solution, given by the outp@$:;B; : g, is de ned as:

Cost(GTiBi i )= axqymoe, F( 1T (be) (3.1)

3.2 Formal De nition of the Problem

We refer to MOBCRN as the following optimization problem:

8
min  Cost(Gr;B; ;) (3.2)
(Gy:B: 1)
ij . 8e2Ep;e=(vi;vj);
16 by SOD; T=( ej)i (3.3)
j . 8t2f[ Evog;
[ D¢ 6 mj 60; Dt;( t): (34)
i B\ ( 6j=0  8t2ET;8Vvi;Vj;Vp;Vq2 Vb (3.5)
e=(vi;vj)
?ZED
ja\te;
X i _ 8e2Ep ;e=(Vp;Vq);
Bhg (mij 5, \ ) st2f[ Eyg; (3.6)

Vi ;VjZVS( Mpg60; o =( 1):

G (3.7)

(vi;vj)2ET nET

The meaning of each component of the problem is the following
Goal:

N Equation3.2is the one to be optimized. We seek to nd three functidBs (; ) that
minimize the summatory of transport cost for each data edgeEp that has an asso-
ciated ow. On each case we add the product of the route of dver( j ) times the
corresponding cost per kilometer of the capacity that weesssd T (b; ).

Constraints:

H Equation3.3 indicates that each edge2 Ep that belongs to the solutiori( 6 0)
must have an associated ow (.

H Equation3.4indicates that on each failure scenario as well as on themairacenario
(t2f,[ ET0)the correspondent routing scenarig( = ( t)) mustinclude a tunnel
between any pair of data nodes; v; 2 Vp that have a traf c demand between them.

H Equation3.5shows that for every transport link failure scenaBb 2 E+), every tunnel
within the Data Network for this stategqt ), must avoid the usage of affected links (links

e2 Ep;e=(vi;v;) wherej 1\ tj6 ;).
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H Equation3.6 shows that the edge that connects a pair of data nedeq vp;vq) 2
Ep; Vp; Vg 2 Vp must have enough capacity to cope with the summatory of #ie tr
demands that are routed through that edge. The idea is tieat avtunnel for a given sce-
nario ( E)l) is routed through edge we assign to it the correspondent traf ¢ demands.

H Finally, equation3.7 means that the sum of the installation costs of the edgesatkat
installed(e 2 f ET nEtg) must be lower than the installation budgke}. (

Summarizing, the problem consists of nding:

A set of transport edgeBt E+ such that the cost of installing the new transport
edges, if any, must not exceed the installation budiget

A simple route inGt for each “effective edge” 06p . An effective edge is an edge of
the Data Network that has been included in any data routiegaso, p,; t 2 f;[ ETg.
Transport link failure routing scenarios.

A data tunnel for each couple of data nodes that have a trafeahd on every Transport
Network scenario (nominal or single-failure).

A data-capacity dimensioning iBp that guarantees the demand requirements for the
selected tunnel con guration.

All of the above must be achieved while minimizing the rogtaost inGr .
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Chapter 4

An Algorithm for the MOBCRN

4.1 Design Alternatives

In this section we explain how we address the MOBCRN problésmwe stated in Sec-
tion 1.1, similar problems have been addressed using either meatésties [38] or integer
programming models3p].

In our case, we developed an ad-hoc heuristic to obtain arosippate solution. If we
consider the case in which there is not any installation btitlg consider] = 0, then the
MOBCRN problem is the same as the one describe@2h As [32] is known to beNP-Hard,
then we can conclude that the MOBCRN is al8-Hard. This means that obtaining an exact
solution may be infeasible for moderately large problentainses. At this point it is important
to note that it is possible that the algorithm is unable to anfibasible solution, even if it exists.
This is deeply explained in Sectidn2.3 However for the test cases that were proposed for this
study this was not the case, as showed in Chapt&here exist a tradeoff between time and
memory consumption and the quality of the approximate gwiuf his tradeoff will be studied
in Chapter6.

4.2 Algorithm Description

This section explains the algorithm that nds a solution tiee MOBCRN problem. First,
we describe the algorithm at a high level so the reader caarataihd it roughly from an end-to-
end perspective. After that, we describe its structure-Biestep explaining its most important
aspects.

4.2.1 High Level Description
In order to nd a solution for the MOBCRN problem the algorittproceeds as follows:

Step 1:For each data ow, de ne its routing on the Transport Netwanteating a Trans-
port Network path.

35
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Step 2:After all data ows are routed in the Transport Network, loug graphCz com-
posed by the edges that are used to create the paths of theusrewint. Note thaCz
is not necessarily a connected graph. During this step tieridim also identi es the
connected subgraphs @z, cz,.

Step 3:For each connected subgragh, in the Transport Network add as many edges
as needed to transforog, into a 2-connected subgraph, cz,. Note that we build
2-connected subgraphs because the algorithm must routatheows under a single-
link failure scenario on the Transport Network . In order dote that data ow in the
Transport Network for each single-link failure on the Tramd Network we work with
2-connected subgraphs onit. Once we ni§1, we obtain thetg2& z which is the union
of the 2-connected subgraphs, tha2®z = | cz,.

Step 4: Simulate a single-failure link scenario for each edde 2Cz and re-route all
data ows that were routed in the Transport Network using #dge. Once we nish,
we have the routing in the Transport Network not only for thenimal scenario but also
for each single-link failure scenario.

Step 5:For each Transport Network path, nd a routing in the Data#k. Once this
point is concluded we obtain the routing in the Data Netwarnkthe nominal routing
scenario as well as for each single-failure link scenaritherTransport Network.

Figure4.1represents a ow chart that describes how each step conteeeth other.

Figure 4.1 —Flow chart of the implementation of the MOBCRN.
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Now that we have described the algorithm from a high levebpective we proceed to
explain each step in detail.

4.2.2 Low Level Description
4.2.2.1 Step 1: Nominal Routing on the Transport Network

This part of the algorithm nds a nominal routing scenariotbe Transport Network for
each data ow de ned on the Data Network. In order to route da¢a ows in the Transport
Network the algorithm must nd theéerminal nodesof the Transport Network. A terminal
node is just a Transport Network node that generates o tatesra data ow in the Transport
Network.

Traf c ows are generated and terminated at the Data Netwbttwever, the Data Network
uses the services provided by the Transport Network to ¢he'ynformation from one side to
another. In order to achieve that, Data Network nodes thagrgees traf ¢ delivers that traf c to
a Transport Network node. That node is, from the Transpotivbids perspective, the one that
generates the traf ¢, so it is a terminal node. In the sametwayast transport node delivers the
data to the Data Network node which effectively terminates bw. However, that transport
node is, from the Transport Network perspective, the ongti¢hminates the traf ¢, so it is also
a terminal node. Terminal and data nodes that generatesanthates traf ¢ are related by
thetns function. An example of this situation is showed in Figdr2

> tns
Traf c ow
Transport route
) Terminal node

Data Network

Transport Network 5 tnS (va)

Figure 4.2 —Transport Network with terminal nodes.
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After we have identi ed the terminal nodes we proceed to ndaminal routing scenario.
This is, to select the Transport Network links that are gabe used to route the traf ¢ ows

when all transport links are active. The following aspectsibe considered in order to select
these links:

Length of the routes. As we explained before, the routing cost depends linearlyhen
length of the routes. Thus, nding the shortest path for eache is critical in order to achieve
the goal of minimizing the routing cost. In order to achieliis the algorithm not only seeks
for the shortest path on the existing transport links bub @lsarches for the possibility of
installing additional transport links. If the shortestlp& achieved installing additional trans-
port links and the cost of installing them ts within the aledile installation budget, then
these new links are added to the network. Otherwise, thaedigrath is searched within the
original Transport Network. The set of nodes and edges thidsthe shortest path for each
traf ¢ ow will be called the Minimum Cost Transport Network, (MCTN)ur shortest path
algorithm (hereafter SPA), based on Dijkstra's implemgota[19], is described in detail in
section4.2.2.6

This scenario adds some complexity to the problem. In ceatettie MCTN is achieved
installing additional links whose total installation c@stceeds the installation budget, the al
gorithm must decide which links to drop from that network nder to achieve the minimum
cost constrained according Ito

In addition to that, the algorithm must take special careneffossibility ofre-using links
for more than one traf ¢ ow. This is because of how the Traog@Network works. Once we
have assigned a capacity on a transport link that capac#taigally reserved on the link, no
matter the portion of the capacity that is effectively usgdhe traf c ow. This scenario is
illustrated in the following example.
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Example: Consider a part of a Transport Network as shown in Figuge

10km 5km

traf c demand matrix:

miys = 20Mbps
m17 = 40Mbps
The shortest path for each ow are the following:

16 = f(tq;t2); (t2;t3); (ts;ta); (ta; te)g
17 = f(tg;t2); (t2; ts); (ts; t7)Q

Where 1°is 18km long, and 1'is 13km long.

Assume that we have two different capacities we can use tspmt the dataB =
;B9 = f48 150y and that the cost depends linearly on its transport capacity
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The assigned capacity for the data lirikss:

b12 =150

b23 =48

z4 = 48

b46 =48

bps = 48

bs7 = 48

The technology cost function is:

T(®) =10

T(®) =30

Then we have the following routing costs:
cost( 15, T(B))=30 2+10 (10+5+1)=220
cost( 1;T(B))=30 2+10 (10+1)=170

Despite we have thatost( 1% T(B)) = 220 andcost( ’;T(B)) = 170 the total cost
is not39Q This is because the rst link that is used in the routifty,; tog, is shared between
both ows. As the link is used by the rst ow, the cost of usingat link for the second ow
is 0. Thus the total cost for the routing 380.

Number of edges to be usedn our problem, we must nd a routing for each single-link
failure scenario. Thus, the less is the number of edgestedl@cthe nominal routing scenario
the less is the number of failure scenarios that will needcetodnsidered. Moreover, since the
larger the number of edges the larger the risk of experignaifailure, the number of edges
used in the nominal scenario also impacts in the robustniefisemetwork. For these two
reasons, in case that the algorithm nds more than one rgudath with the same cost it will
select the one that contains the less number of edges.
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The pseudo-code of the algorithm that determines the ndnoniéing is showed below.
Its inputs are the traf c demand matrik] , the installation budget,, the distance matrixp,
the installation cost matrixC and the expanded Transport NetwdBk . Its outputs are the
transport routes, and the total cost of the nominal routing scenario, idemtibey the variable
Cost.

Pseudo-code 4.Nominal Routing.
Inputs: M;Gr+;I;D;C
Outputs: ;Cost; Gt

1: = 0; /l Avariable to measure how many budget is remaining througthe process.

2: repeat

3. for (u;v 2;Ep) do

4: if M (u;v) 6 0 then

5: src = tns(u); // If M (u; V) is not zero it is because there is a traf c demand from
u tov, so we nd the transport node that originates the data ow.

6: dst = tns(v); // If M (u; V) is not zero it is because there is a traf c demand from
utov, so we nd the transport node that terminates the data ow.

7 [sp(i); spcost(i); Gt;Inv] = SPA[u;v;Gr;D;C;l]; // We call SPA. Its inputs
are the pair of nodes for which we would like to nd the shottpath,u andv,
the Transport NetworlsT, the distance matribD , the const installation matrix;
and the installation budgét Its outputs are the shortest path betwaemdv, the
arraysp the cost associated to that paspcost the expanded Transport Network
G+ and the remaining budgétv .

8 end if

9: end for

10. for (i =1;:::;length(sp)) do

11: Find linksg 2 spthat are shared by more than one path, if any.

12: if (g \ sp(i) 6 ;) then

13: Savesp(i) in T;

14: Cost = Cost+ spcos{(i); // Find the total cost of this routing scenario.
15: end if

16: end for

17: = jCost |;

18: until =0;

4.2.2.2 Step 2: Find Connected Subgraph

In this step we build a connected grafla composed by the edges that are used to create
the paths of the previous point. &z is not necessarily a connected graph we also identify its
connected subgraphsz;,.

Consider a nominal routing scenaria; in the expanded grapBr .

S )
De nition 4.2.1 We de ne the graptCz asCz = f Qg Gt. We will identify on
il;ij 2Vp
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Czits 2-connex components and refer to its n-th componengzas

This step of the algorithm not only identi es the connectedgraphs but also its degree-1
nodes.

De nition 4.2.2 A transport nodd of a connected subgrapz, is a degree-1 node if it satis-
es the following conditions:

1. tis eithertns(i) or tns(j ), a terminal node of a transport routind% , such that

T CZij 2 Vp.

2. There is not another transport routinéI €z,; k;1 2 Vp such that is not a terminal
node andt\ g6 ;.

Let's review the following example in order to clarify theiskeas.

Example: Consider the Transport Network and the nominal routing adenshown in
Figure4.4asumingtj = tns(v;) withi =1 :::14:t; 2 Vr; vi 2 \p.

t4

t3
- -

Figure 4.4 —Transport Network of the Example.
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We have the following transport routes:
112 = f(t1;t2); (t2; te); (to; tao); (t10: t12)g
21 = f(ts;t2); (T2 to); (to; t10); (t10; t1s); (tas; t1a)g
28 = f(te; t7); (t7: te)g

In this scenario we have the following:
H2\ 59 = £ (1t0) (o o)
Ty ba_ )0
T\ 3= fg

So we have the following connected subgraphs:
czy = f 120 214G = f(t1;t0); (t2;te); (to; tao); (t10; taz); (ts; t2); (t10; taa); (t13; t14)Q
cz = f $8g= f(te;t7); (t7:ts)g

SoCz = fcz; czgand we have the following set of degree-1 nodes;ts; tg; ts; t12; t140.

This can be observed in Figudeb.
Grade-1 node

Figure 4.5 —Connected subgraphs of the Example.

This part of the algorithm is implemented based in deep-sesirch (DFS) algorithnmaf].
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4.2.2.3 Step 3: Build 2-Connected Graph

Once the algorithm has identi ed the connected subgraptes next step is to build the
2-connected graphs. As we explained in the previous subadbe connected subgraphs iden-
ti ed are delimited by degree-1 nodes. A 2-connected graph connected subgraph Gy
whose nodes are connected at least by two edge-disjoirg.path

This step takes as inputs the connected subgraphs and itedegodes and adds links to
them in order to increase its connectivity degree at leastnay

One of the requirements of the problem is that the algorithumtrmd routes to every single
failure scenario. Having degree-1 nodes in our solutiohmait satisfy that requirement. If the
link that connects a degree-1 node to the rest of the netvediss then it will be isolated from
the rest of the Transport Network so the incoming or outgamgc from that node will not
be able to be routed.

Considering this, the goal of this step is to build 2-conedajraphs so in case of a single
failure scenario all the traf ¢ routed within that connedteubgraph can still be routed there.

For each degree-1 nodethis step runs the SPA fdrand any other transport node that
belongs to a connected subgraph. In order to avoid seleltikg that are already on the con-
nected subgraphs these links are tagged Witllistance. When the algorithm nds the shortest
path between and any other transport node that belongs to a connectedaplbi saves the
one that has shortest length.

Once the algorithm iterates over all degree-1 nodes thenBemied graphs are built. The
following example illustrates this.

Example: Consider the connected subgraphs of the previous exanplensn Figure4.5.

We have the following degree-1 nodes:
f t1;ts5; 16, tg; t12; t140

So the algorithm iterates over them running the SPA to irséts degree and build 2-
connected graphs. Figude6 shows a possible 2-connected network of this example.

In this case we have two 2-connex graphs:

2 czp=cz[f (t1;ta); (ta;ta); (ta;t2); (t1z; t1a); (t11;t14)0
2 cn=cn|f (ts;te); (ts;t8)g

Pseudo-codd.2 shows the pseudo-code of the implementation of this step.iffuts for
this step are the grapBiz, a matrix that contains the degree-1 node€af dedlN odes, the
expanded Transport Netwoi®; , the distance matri® , the cost matrixC, and the installation
budgetl . On the other hand its outputs is the 2-Connected Géjih
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Figure 4.6 —2-connected graphs of the Example.

Pseudo-code 4.Build 2-Connected Graph.

Inputs: Cz, degINodes, G1,D, C, I.
Outputs: 2Cz
1: for (All edgesein Cz) do
2. C(e) = 1 ;// Setthe cost of the edges of the connected subgraphs $o the SPA
would not run over them.
3: end for
4: for (Each connected subgraph, in Cz) do
5. for (Each degree-1 noden cz,) do

6: for (Each nodeg in cz,) do

7 [sp(i);spcos((i); Gt:Inv] = SPA[i;j;G 1:D;C;1];
I/l For each degree-1 node call the SPA to nd the shortest fmativery nodg in
CzZ,.

8: end for

9 Add min(sp(i)) to the connected subgraph to build the 2-Connected G2h,

10;: end for
11: end for

In order to construct the 2-connex graph we could also hagd afgotithms such a4},
43, 45]. However, our solution using the SPA performed accordinghen we executed the
algorithm in the scenarios we run.
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4.2.2.4 Step 4: Simple Failure Routing

An important criteria considered to design the Transpottgek is that it must be tolerant
to single-link failures. In this step we simulate a singteélfailure for each link that is part of
the 2-connected graph. In order to simulate the failureaterithm sets the length of the link
to in nite. After that, it looks for the data ows that are tnaported by that link and re-route
them within the 2-connected graph using the SPA.

Once the iteration over all links that belongs to the 2-catex graph the simulation is

nished, having all the single-link failure routing sceis.

The following example illustrates this.

Example: Consider the 2-connected graph of the previous examplehentbliowing in-
formation

Suppose we have the following traf c demand matrix:

mi12 = 200 MbpS
ms3 10 = 600 MbpS

Suppose that given the technology and link-length inforomathe shortest path given by
the SPA for each ow are the following:

112 = §(tg;1); (t2; to); (to; t1o); (t10; t12)g
310 = f(t3;t2); (t2; to); (to; t10)g

These routes are showed in dotted lines in Figure
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iy t3
il
- i =
\/
Figure 4.7 —Transport routes in the 2-connected graph.

Now suppose that link = (t;tg) fails. In that case both routes are affected so they must
be re-routed to transport the data ows in that scenario. ésfime routing in that failure sce-
nario is the following:

112 = f(tq;t2); (t2; ts); (ts; t1a); (tan; taa); (taa; tas); (t1si tao); (tao; t12)g
310 = f(ts;12); (t2;ts); (ts; t11); (taes taa); (tas; t13); (t13; t10)d
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This is illustrated in Figurd.8.

Figure 4.8 —Transport routes in the 2-connected graph whendirk( t,; to) fails.
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The pseudo-code of this step is showed below. Its inputsh@@+4Connected graptCz
and the traf c demand matrik while its output is the routing for each transport edghat

. ij
fails, 1.

Pseudo-code 4.3imple Failure Routing.
Inputs: 2Cz, M
Outputs: 1,
1: for (Each link in2Cz) do
2.  C(e) = 1 ; /I Setthe cost of the edge of the 2-connected graph ttw simulate the
failure so the SPA would not run over them.

3. for (u;v 2;Ep) do

4: if M(u;v) 80 AND fe\ {'g# ; then

5: src = tns(u); // If M (u; V) is not zero it is because there is a traf c demand from
utov, so we nd the transport node that originates the data ow.

6: dst = tns(v); // If M (u; V) is not zero it is because there is a traf c demand from
utov, so we nd the transport node that terminates the data ow.

7 [sp(i); spcos((i); Gt:Inv] = SPA[u;v;Gr;D;C;l]; // We call SPA. Its inputs
are the pair of nodes for which we would like to nd the shottpath,u andv,
the Transport NetworlG, the distance matribD , the const installation matrix;
and the installation budgét Its outputs are the shortest path betwaemdv, the
arraysp the cost associated to that paspcost the expanded Transport Network
G+ and the remaining budgétv .

8: . = sp(i);// Save the new route of the ow for the case that lmfails.

9: end if

10:  end for

11: end for
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4.2.2.,5 Step 5: Data Network Routing

When we conclude with the previous step, we obtain the patttie data ows will follow
in the Transport Network not only for the nominal scenaraibdiso for all single-link failure
scenarios. As we explained in secti®ri the outputs of the algorithm are the following:

1. 61 = (V1 ;E7): The expanded Transport Network.
2. B = fbjjg.;)2e, : Capacities assigned to the data links.

3. =f _iljjtgi;j2VD t2r] By g - Dataroutes for each failure scenario as well as the nominal
scenario.

4. =f ﬁg(i;j)ZED 1b; 60 : Transport routes for each data link in which a capacity is as-
signed.

We also need to calculate the routing cost of the solution:

X )
Cost(GT;B; ; )= r( 1)T (be)

e=(vi;vj)2Ep

So we already obtained points 1 and 4. This step will caleula¢ data routes for all sce-
narios and the assigned capacities for the data links @@rand 3). Once we have all the
information we will be able to calculate the routing cost.

In order to nd the relation between the Transport Networkl data Network we map
transport links to data links. Thus, the algorithm runs tioWwing procedure:
In case that both transport nodes of the link has a corregpartthta node it maps that
transport link to the data link that connects them. In theeazsFigure4.9 it maps the
links as follows:
(ti;t2) ! (vi;v2)
(tr;ta) I (viva)
In case that any of the transport nodes of a link does not haveraspondant data node
we do the following:
For each traf ¢ ow that is transported by that node we sediwhits closest neig-
bours nodes on that route that have a correspondant dataAlbtlee links that the
algorithm transited until nding these nodes are mappedhéosame data link.
Taking Figure4.9 as reference, if we suppose that there is a traf c ow frognto t»,
links (t3;t4) and(t4;t2) will be mapped to data linkvs; v»).
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Data Network

E

Transport Network

Figure 4.9 -Network of the example.

After doing this, the algorithm calculates the assignedacdies for each data link. This
is performed calculating the summatory of the traf ¢ thab&ing transported by the transport
links that are mapped into them. As in each routing scenbédraf c that is being transported
by the transport links varies, the algorithm must choosestiemario in which the transport link
transports the largest traf c.

The following example illustrates this.

Example: Consider the Data and Transport Networks of Figid0. For the sake of sim-
plicity we consider that there are no transport link faislre

Suppose we have the following traf c demand matrix:

mj 2 = 900Mbps
m»,3 = 750Mbps

Suppose that given the technology and link-length inforomathe shortest path for each
ow are the following:

12
T
23
T

f(ty;ts); (ts5t2)0
f(t2;te); (t6;t3)0

These routes are showed in dotted-line in Figud
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23
T

tns

Transport Network

Figure 4.10 -Data and Transport Network of the example.

In this case we have the following mapping:

f (tiits); (ts;t2)g ! (vi;V2)
f (t2;te); (te;t3)g ! (V2;V3)

Suppose we have the following available capacities to aseithe Data Network:

1Gbps
10Gbps
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In this case as both traf c demands can tiGbpsboth data links are con gured as fol-
lows:

bi» =1 Gbps
b3 = 1 Gbps

Suppose that, for any reason, lifk;v3) could not be assigned. In that case the trafc
in the Data Network must be transported by data rdite; v1); (v1;Vv3)g. In that case link
(v2; v1) would need to transport both traf c demmads. lg > + mo3 > 1Gbpsdata links are
con gured as follows:

b1> = 10 Ghps
b3 =1 Gbps

Once the algorithm calculated all the outputs it proceedsdahe routing costs as de ned
in equation3.1
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The pseudo-code of this step is showed below. The inputshar@-Connected Network,
2Cz and the traf c demand matrik . On the other hand the outputs are the capacities assigned
to the data linksB , and the data routes for each failure scenario as well atiéial scenario

Pseudo-code 4.Data Network Routing.
Inputs: 2Cz; M
Outputs: B;
1: Find the Data Network links to be used:
2: for (t = (t;t5) 2 2Cz) do
3. for (u;v 2;Ep)do

4: if M (u;v) 6 0 then
5: Find the closest neighbours gfandt;, nj andn; in the ow originated intns (u)
and terminated itns (v) such thah; andn; havev, andvy, as correspondant nodes
in the Data Network respectively;
6: Map the pattfn(i);:::;n(j)gto (Va; Vp) 2 Ep;
7 Setcapy, = 0; // Set the initial capacity of the data link &
8: if (Va;Vp) 2 S then
9: Add (va; vp) to a set of data links;
10: else
11: EXIT; // If two neighbours can only be mapped to the same @optata nodes
the algorithm exits as there is not feasible solution. Thiexplained deeply in
Section4.2.3
12: end if
13: Construct p’;
14: Add g to ;
15: end if
16: end for
17: end for

18: Calculate the capacities for the data links:
19: for (e 2 S) do
20: for (Each routing scenariajo

21: if (§Y\ e) 6 ; then

22: Add the capacity ofu;v) to capT emge); // capT empis a vector used to store
the capacities temporarily.

23: end if

24: cap(e) = max( cap(e); capTemge));

25: capTempe) =0;

26: end for

27:  Setb(e) as the minimum available capacity that transpo&g(e);
28: end for
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4.2.2.6 Shortest Path Algorithm

This function implements an heuristic based on Dijkstragrgest path algorithmil] that
nds the shortest path between two nodes of the Transporvdlt Its inputs are the follow-

ing:

Source and destination nodes.
Transport NetworlGr .
Distance matrixD .

Installation costs matricC.
Installation budget .

The outputs of the SPA are the following:

The shortest path between source and destination nodetsassociated cost.
The modi ed Transport Networks .
The updated installation budgetv .

Note that the Transport Network can be either modi ed or fiviis depends on the Trans-
port Network, the length and costs of the potential linkseé@bded and the installation budget.
In case that the SPA nds a shortest path adding some newwhkse installation cost is lower
than the budget then the Transport Network is modi ed.

The core of the SPA is based on the same idea that uses thenmeihlDjkstra's algorithm
[19]. The big difference is that, for each transport node, thA S€arches not only the real
neighbours but also all potential ones. A transport nddex potential neighbour of a transport
nodev if the installation cost of the link that connects them is Bemahan the available instal-
lation budget. So, the SPA checks that condition for eaclenaloen calculating the shortest
path. In case that a link is installed the installation budgepdated to re ect the installation
of that link.
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The pseudo-code of the SPA is showed below. Its inputs arpdhieof nodes for which

we would like to nd the shortest pattsrc anddst, the Transport Networkst, the distance
matrix, D, the const installation matriXx and the installation budgét. Its outputs are the
shortest path betweesrc anddst, the arraysp, the cost associated to that pasipcost the
expanded Transport Netwotk; and the remaining budgétv .

Pseudo-code 4.5hortest Path Algorithm.

Inputs: src,dst,Gy,D,C, 1.
Outputs: sp, spcost G, Inv .

1:

N NN NNNRRRRRERRRR R
g wNRE O O®NDAORAE®NRO

dist(u) = 1 8 u 2 Vr nfsrcg; // Set the distance between theurce and the rest of
the nodes td. .
dist(src) = 0; // Set the distance frorsrc to src to 0.
visited (u) =0 8u 2 Vr; // Array of visited nodes.
while (sum(visited) 6 jV7j) do
u=argminfdist(i): i 2 Vy; visited (i) =0g;
visited (u) = 1; // Mark the node as visited.
for i =1:jVyj)do
if (dist(u) + D(u;i) <dist (i)) then
if (u;i) 2 Et)then
dist(i) = dist(u) + D(u;i); // Update the distance.
prev(i) = u; // Setu as the previous node.
else if(C(u;i) 1) then
dist(i) = dist(u) + D(u;i); // Update the distance.
prev(i) = u; // Setu as the previous node.
I =1 C(u;i); // Update the budget.
Et = E7 [f (u;i)g; // Add the new edge tGr.
end if
end if
end for

. end while
. sp = [dst]; // The shortest path array.
. while (sp(1) 6 src) do

sp = [prev(sp(1)); sp]; // Build the shortest path array.

. end while
: spCost= dist(dst);// Calculate the distance frosrc to dst.
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The following example shows how the SPA works.

Example: Consider the Transport Network of Figutel 1

Figure 4.11 Transport Network of the example.

The inputs for the algotithm are the following:
Distance matridD :
3
0 10 20 10 30

20 10 0 10 15
10 20 10 0 25
30 60 15 25 O

Installation costs matric:

2 3
0 0 1 0 O 300
0 0 500 400
C =8 100 0 O 0 150
0 0 0 0
300 400 150 O 0

Installation budget = 350.

Suppose we must nd the shortest path betwieeamdts. The SPA will proceed as follows:

Lines 1 to 2 of Pseudo-codd.5:
Set the distance frorip to the rest of the nodes b andO to itself.

Lines 3 to 20 of Pseudo-cod4.5

Set the distance to each candidate and mark the 3aevisited. In case that the link must
be installed it can only be updated if its installation caslower than the installation budget,
C(toti) <I.

As t; is one of the nodes with minimum distance, set t.
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Figure 4.13 -Transport Network of the example.

Update the distances to the restuoivisited nodes; as
min(d(to; tj); d(t2;t1) + d(t1;t;)). In case that the link must be installed and the new distance
is smaller it can only be updated if its installation costas/ér than the installation budget,
C(ty;tp) <1 .

In this case the only updated distance is the ortg &s
d(tp;ts) = 60 >d(ty;t1) + d(ty;ts) =40. This is possible as the installation cost of that link
is lower than the installation budg€f(ts;ts) = 300 < | = 350.

Figure 4.14 Transport Network of the example.

Repeat linegl to 20 calculating the distances from the new visited nddeAfter running
the lines new visited node tg. In this case all the distances remain unchanged.
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Repeat linegl to 20 calculating the distances from the new visited nddeAfter running
the lines new visited node ts.

In this case the only updated distance is the ortg &s
d(ty;t1) + d(tq;ts) =40 >d(t,;t3) + d(ts;ts) = 25. This is possible as the installation cost
of that link is lower than the installation budgé(ts;ts) = 150 <1 = 350.

Figure 4.15 Transport Network of the example.

Lines 21 to 25 of Pseudo-codé.5:
As there are not any unvisited nodes the algotithm calcsildie shortest path and its cost.
In this case the shortest pathsig = [ t5; t3;t5] with cost25.

Shortest Path

Figure 4.16 —Transport Network of the example with the shortest path dooythe SPA.
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4.2.3 Unfeasible Scenarios

As we commented previously, there are some scenarios irhwhic algorithm does not
nd a feasible solution. These scenarios do not represeasa of interest and of course were
not included in the set of cases we studied throughout thi&.wo

Issues could eventually arise when we map the transporgdatdata routes in the Step 5
of the algorithm. This happen when two or more different $gort routes can only be mapped
to the same data route. Our problem is designed in a way thetbardute can only be mapped
to one and only one transport route (de nitioB4.7 and 2.4.8. Thus, we can not nd an
alternative route to transport the data ow in case of a @ngik failure in the Transport
Network. That condition was established in previous wotie twere done at our research
institute [L7, 18, 32, 38]. As one of the goals of the present project is to compare esults
with the ones obtained in previous projects we kept this esgb#he de nition of the problem.

However, that condition is not always met in real telecomirvation networks. In fact, one
of the most imoprtant characteristics in the design of diffé layers within a telecommuni-
cation network is to guarantee certain independence batthese layers. Into that context, it
is perfectly allowed that a modi cation on the Transport Wetk such as a link failure is not
noticed in the Data Network. Our algorithm can be easily sethpo support this scenario as
well.

A simple example when this occurs is showed in Fighder.

Data Network

Transport Network @

Figure 4.17 -Unfeasible scenario.

In the case of Figurd.17 we have no choice but to map routbdq;t,); (t2;t4)g and
f(t1;13); (t3;t4)gto the same data routb(vs; vo)g.
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Chapter 5

Test Cases Description

In this chapter we explain the test cases designed for whicluwthe algorithm. We divide
the test cases into two different sets. The rst set of tesesantends to validate the developed
algorithm and compare its performance against other tqalesito solve this kind of problems.

On the other hand, the second set of test cases are proposealuate all functionalities
of the algorithm. This is, the possibility of installing néwansport links with some installation
budget constrains.

Both test cases are generated using the information pr\ageANTEL from their Data
and Transport Network. This is an added value of this praedt is extremely interesting to
run our algorithm using data from a real network such as AN3.EThis clearly shows how
this kind of techniques can be applied to help solving proisiérom real networks.

5.1 First Set of Test Cases

The test cases were de ned during a project carried out byarebers from the Univer-
sity of the Republic and ANTEL. They describe different atians and realities of ANTEL,
considering several parameters that are under their ¢¢B88p

We choose this set of test cases because a couple of prdjeatdyaworked on them3p,
38]. Thus, by adjusting some inputs, it is possible to compaegerformance of our algorithm
with other ways of solving this kind of problems such as usimgta-heuristics38] or binay
integer programming model82]. This can be easily achieved by setting the installatictge
to zero, so there would not be any possibility of installimddiional links in the Transport
Network.

5.1.1 Problem Data

This section describes the inputs to the problem. As we sadqusly, all the data was
provided by ANTEL:

The Transport Network, including the nodes, edges and kmgths.
The available capacitie® and their cost per kilometeT, : B | R} .
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The Data Network.

The topology of the Transport Network used to solve the gnobis showed in Figurb.1

Figure 5.1 ~-ANTEL's Transport Network.

As this network is extremely big to make any useful calcolaf3?] it is divided in two
regions; the East Region and the West Region. By dividingnéitevork in this way we still
maintain the ring topology while generating two smallemwwks. Both networks can be ob-
served in Figur®.2and5.3respectively. It can be seen how nodes TIU and TIA appeartim bo
networks. The data nodes corresponding to each region wesemed along with the induced
data links.
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Figure 5.2 —East Region of ANTEL's Transport Network.

DBEEDB%

0 %

. R

Figure 5.3 “West Region of ANTEL's Transport Network.
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These regions are namedst_copy andwest_copy respectively.

We only consider traf ¢ demands between nodes of each region

Among the different test cases we modi ed some variableg. Tt variable that we mod-
i ed is the bandwidth. Tabléb.1 shows the set of available spee&, and their costs. This
information was provided by ANTEL.

B | Speed| VCAT/DWDM | Useful Capacity | E1 Equivalent (2 Mbps) Cost
(Mbps) Mapping (Mbps) (Number of E1) (US$/km)

03 0 - 0 0 0.0
o]} 10 5VC12 9.5 5 3.46
o) 20 10 VC12 19 10 6.92
bs 40 20 VvC12 38 20 13.84
by 50 1VC3 42 21 14.54
bs 100 2VC3 84 42 29.10
bs 140 1VvC4 132 63 43.60
by 280 2VC4 264 128 88.60
bs | 10,000 1 10,000 5,263 104.00

Table 5.1 — Transport Network capacities and costs.

When we run the algorithm different bandwidths were creatéey span from 1000 Mbps
to 10000 Mbps with a step of 1000 Mbps. The costs were assigrogubrtionally to the band-
width. This is shown in Tablg.2

B | Speed(Mbps) | Cost(US$/km)
hy 0 0
by 1000 10
b 2000 20
bs 3000 30
by 4000 40
bs 5000 50
b 6000 60
b, 7000 70
bg 8000 80
by 9000 a0
bio 10000 100

Table 5.2 — Modi ed capacities and costs.

We introduce this variation because when testing the integeyramming model32] this
modi cation was also done to compare that model with someahmairistics 17, 18]. Thus,
in order to compare the performance of the algorithm withitibeger programming model we
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must have the same set of test scenarios. The upper cad®f80 Mbps, was kept having as
reference the capacity and cost information provided by ENTThe tests that introduce this
change in the set of bandwidths are identi ed by the woag in their name.

Last but not least, we also modify the traf c demand. For 8@sof tests the traf ¢ weight
of the network was increased. Traf ¢ demands were genenatadomly and uniformly dis-
tributed from 0 to 30000 Mbps. The number of nodes with trafeanand is half the number of
data edges. The set of tests that includes this modi catieridenti ed by the wordcharge
in their names, giving the notion that in these networks alnadl edges will be designed and
charged, if possible, close to its maximum capacity.

5.2 Performance Test Cases

In this set of test cases we run the algorithm using the campletwork, showed in Figure
5.1 We run these test cases to test the algorithm in a big Trankletwork with many data
nodes exchanging data with each other while testing itsnpiateto nd new transport links
that can transport the data ows more ef ciently reducing thansport routing costs.

In order to let the algorithm evaluate the installation ofvrteansport links we set the
distance of these new links as the one of a straight line thratects its endpoints. As we count
on the geographical information for each transport nodedan be done easily. This is shown
in the following example.
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Example: Consider the sub-network of the Transport Network showdeldgare5.4.

LPE

Figure 5.4 —Sub-network of the Transport Network of the example.

Transport links are showed in blue-solid lines. Howevemesdransport links can be in-
stalled between these transport nodes. These potental dire shown in Figuré.5in red-

dotted lines.

Figure 5.5 —Sub-network of the Transport Network of the example withgpdial links.
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For the sake of simplicity the installation cost will for dpotential transport link is set
as the same value of the distance between its endpoints.nBtalation budget is set as a
distance value. For example, an installation budgdt 8f1000 means that the algorithm can
install additional transport links if and only if the lengtt the sum of all installed links is
below1000km.

In this set of test cases we have all variables xed but th@llzion budget. Thus, we will
run some examples varying that parameter and study therperee of the algorithm.
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Chapter 6

Results of the Test Cases

In this chapter we explain the results we obtained when weheiest cases.

The results from the developed algorithm, the integer Enogning model and metaheuris-
tics were obtained after running the test cases in two sefvem the Computer Science Insti-
tute of the University of the Republic whose main featuresthae following:

Intel Core i7-975, 16GiB (3.33GHz, 8MiB Cache, 6.40GT/s).
Intel Core 2 Quad Q9550, 4GiB (2.83GHz, 12MiB Cache, 1333NH3B).

Now we show and analyze the results obtained for both sesbtteses.

6.1 Results of the First Set of Test Cases

Table6.1 shows most relevant data for the test cases.

Test Case Number of | Number of Number of Number of

Data Links | Data Nodes| Traf c Demands | Capacities
east_copy 15 18 11 2
east_copy_cap 15 18 11 10
east_copy_charge _cap 15 18 7 10
west_copy 47 18 26 2
west_copy_cap 47 18 26 10
west_copy_charge _cap 47 18 26 10

Table 6.1 — Relevant data of test cases.

Now we analyze the outputs for the test scenadst_copy as a demonstration of how
the algorithm proceeds to nd the solution.
Figure6.1shows the plot of the Transport Network.
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—@— Transport Network

TIA

o
stN aTLPPP LTN cALBsL

PYV oep LDS pry

MLC

PEN RIA PPD

Figure 6.1 —Transport Network for the test casast_copy

Figure6.2shows the nominal routing scenario after mapping the dates imto the Trans-

port Network.

These routes transports the data ows in the Transport Ndtwbien all the links are ac-
tive. Table6.2 summarizes that information.

Route Number | First Endpoint | Second Endpoint
1 GAZ ATL
2 ATL TIU
3 MLD GAZ
4 MIN PAZ
5 SRM MIN
6 MLC TYT
7 PA5 MLD
8 PAZ SCR
9 ROC SCR
10 ROC TYT
11 SRM TIU

Table 6.2 — Routes in the Transport Network in the nominalinguscenario.
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—@— Transport Network
Nominal Routing MLC

o
siN aTL PPP LTN cALBsL

LDS
TIA PYV peptDS p1z @S ooy

Figure 6.2 -Nominal routing for the test casmast_copy

As the routes are connected to each other, the algorithm maidyone connected subgraph.
The algorithm identi es the following grade-1 nodes:

MLC
MIN

ROC
PEN

After the grade-1 nodes are identi ed, the algorithm nds xconnected network. In order
to achieve that, it connects each grade-1 node to the tretnspae in the connected subgraph
whose distance is the shortest (without considering thetioakis already connected to it).
Figure6.3 shows the 2-connected network identi ed by the algorithm.

Once the 2-connected network is identi ed the algorithnmcaokdtes the routing for each
single-link failure scenario, the Data Network routing aradculates the routing cost.
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—@— Transport Network
=== Nominal Routing
2-Connex Network

LSC
<

BR

DJL CHC
A 2

# co
d
CsR STE

TIA

stN aTLPPP LTN cALBsL —
PYV orp PTZ

PEN RIA PPD

Figure 6.3 —2-connected network identi ed by the algorithm for the teasecast_copy .

Table 6.3 presents the results of the metaheuristics and integeraroging model. The
column VNS corresponds to the best cost obtained by sollimgeist case using VNS (Variable
Neighborhood SearchLf], and the columnly ns represents the elapsed time. In the same
way, column TS corresponds to the best cost obtained appliabu Searchl8], and the
columnTys represents the elapsed time. Similarly, column IP cormnedpdo the cost obtained
using the integer programming model, whilg represents the elapsed time. This information

was obtained from32].

Test Case VNS | Tuns (S) TS Trs () IP Tip ()
east_copy 112206 5 112207 90 89175 1.3
east_copy_cap 107891 7 107891 77 15114 28
east_copy_charge_cap 111247 240 95185 140 28702 0.6
west_copy 977649 45 977650 78 605957| 70471
west_copy_cap 816818 33 9400048 112 188020| 1699
west_copy_charge _cap 774090 34 940048 40 277387| 16528

Table 6.3 — Results of the metaheuristics and the integgranoming model.

Table6.4 shows the results of the algorithm using the same set of éssisc It also shows

the results of Tablé.3.




6.1. Results of the First Set of Test Cases 75

Test Case MOBCRN VNS TS IP

Cost | T(s)| Cost | T (s) Cost | T(s)| Cost | T (s)

east_copy 93692 | 2.5 | 112206 5 112207 | 90 | 89175 | 1.3

east_copy_cap 15880 | 4.8 | 107891 7 107891 | 77 15114 28

east_copy_charge_cap 29193 | 2.3 | 111247| 240 95185 140 | 28702 0.6
west_copy 730328 | 10.7 | 977649| 45 977650 | 78 | 605957| 70471
west_copy_cap 292310 9.4 | 816818| 33 | 9400048| 112 | 188020| 1699
west_copy_charge_cap 364328| 9.7 | 774090| 34 | 9400048 40 | 277387| 16528

Table 6.4 — Results of the algorithm versus the metahezsisind the integer programming
model.

The results from Tablé.4 shows that the routing cost obtained when using the algorith
are slightly higher than the ones obtained when using tlegé@rtprogramming model. However
they are much lower than the metaheuristics.

The brightest side of the MOBCRN is regarding time perforogar-our out of six tests
showed a better performance than the fastest way of solli@gptoblem, including these in
which the IP cost is much than the MOBCRWN€gst_copy test cases).

We can conclude that despite the IP algorithm nds bettantgmis for large networks, the
elaped time in which the MOBCRN nds the solutions is extreyelower than the IP. For
example, invest_copy test case, the time it tooked for the IP to nd solutions wenauad
19 hours and 35 minuteswhile the MOBCRN found the solution in ju40.7 seconds

Table6.5summarizes and quanti es these observations.

Test Case Cost improvement | Cost improvement | IP cost improvement
over VNS over TS over MOBCRN

east_copy 16.5% 16.5% 51%
east_copy_cap 85.3% 85.3% 51%
east_copy_charge_cap 73.8% 69.3 % 1,7%
west_copy 25.3% 25.3% 20.5%
west_copy_cap 64.2 % 96.9 % 55.5%
west_copy_charge_cap 52.9% 52.9% 31.3%

Table 6.5 — Comparison between the cost of the MOBCRN and th8,'S and IP respec-
tively.



76 Chapter 6. Results of the Test Cases

6.2 Results of the Second Set of Test Cases

As we explained in sectioB.2 in this set of test cases we x all the parameters but the
installation budget, . As we set as the total length of transport links that can be instalhesl,
study the distribution of its lengths to determine the défe values of .

Figures6.4and6.5shows the distribution and cumulative distribution of teedths of the
potential transport links.
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Distribution of the length of the potential transport links
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Figure 6.4 —Distribution of the lengths of the potential transport knk

Cumulative distribution of the length of the potential transport links
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Figure 6.5 —Cumulative distribution of the lengths of the potentiahsport links.
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With that information we construct a plot in which we can seevtmany transport links
can be installed according to This can be observed in FiguBet.

| vs Nbr transport links
7 1=3000

® 1=10000

®  1=100000

Installation budget (km)

0 500 1000 1500
Number of links that can be installed

Figure 6.6 -Number of transport links that can be installed versus

Based on Figur®&.6 we de ne three different numbers for the installation buddéese
numbers are listed in tab&6 and are showed in Figu&6 as coloured dots.

Length (km) | Number of potential links
that can be installed

l1 3000 136
l2 10000 266
I3 100000 1109

Table 6.6 — Number of links that can be installed versus

In addition to these three valueslofve add the case in whidh= 0, this is when there is
not any possibility to install new transport links.



6.2. Results of the Second Set of Test Cases 79
Table6.7 shows test cases we de ned according to daghlue.
Test Case| Data | Data | Transport | Transport | Demands| Number of I
Number | Links | Nodes Links Nodes Capacities | (km)
1 55 34 122 109 36 2 0
2 55 34 122 109 36 2 3000
3 55 34 122 109 36 2 10000
4 55 34 122 109 36 2 100000

Table 6.7 — Relevant data of the test cases.

6.2.1 Test case number one

Figure 6.7 shows the Transport Network used to run the algorithm. T$hihié complete
version of ANTEL's Transport Network.
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Figure 6.7 —Transport Network used for the second set of test cases.

Figures6.8 and 6.9 shows the nominal routing and the 2-connected network ferteist
case number one after running the algorithm.

In this test case the routing costlig5010
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Figure 6.8 -Nominal routing on top of the Transport Network for test cagenber one.

—@— Transport Network
Nominal Routing
ART 2-Connex Network
RVS
TQR RIV
Tce
PCL Al GCC
— 2 FMR
&
LsC DJL CHC
cco e s
« FLC FymRB| 47 Lco
co e M v CSP MIN ®
CHE csr  O'E
PAZ SCR
ps MO LPE
2
SN PP caLgsL S FPD LPA
ATL PRP Al
obp TIA LTN  pyy  PTZPAS g a LAB
PEN

Figure 6.9 —2-connected network calculated by the algorithm for tesecaumber one.




6.2. Results of the Second Set of Test Cases 81

6.2.2 Test case number two

Figure6.10shows the Transport Network for the second test case witmgtalled trans-
port links. In this case 12 new transport links were insthfifter running the algorithm.
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Figure 6.10 Transport Network used for the second set of test cases.

Figure6.11shows the nominal routing for this test case. It can be seanthe nominal
routing is performed on top of the installed transport links

Finally, Figure6.12shows the 2-connected network used by the algorithm to edstblu-
tion.

In this test case the routing costlig4146
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Figure 6.11 -Nominal routing on top of the Transport Network for test cageber two.
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Figure 6.12 2-connected network calculated by the algorithm for tesegaumber two.
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6.2.3 Test case number three

Figure6.13shows the Transport Network for the second test case witmgealled trans-
port links. In this case 26 new transport links were insthfifter running the algorithm.
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Figure 6.13 Transport Network used for the third set of test cases.

Figure 6.14 shows the nominal routing for this test case. As in the previmst it can be
seen how the nominal routing is performed using the instatensport links.

Finally, Figure6.15shows the 2-connected network used by the algorithm to edstblu-
tion. It is interesting to observe how the 2-connected ndtwses the installed transport links
discarding many transport links from the original Transpéstwork.

In this test case the routing costlig4066
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Figure 6.14 -Nominal routing on top of the Transport Network for test casmber three.
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Figure 6.15 —2-connected network calculated by the algorithm for tesecaumber three.
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6.2.4 Test case number four

Figure6.16shows the Transport Network for the second test case witmgtalled trans-
port links. In this case 42 new transport links were insthfifter running the algorithm.

—@— Transport Network
— = = New Transport Links

Figure 6.16 —Transport Network used for the fourth set of test cases.

Figure6.17shows the nominal routing for this test case. It is intengstd observe that the
nominal routing is performed using only installed links.i§means that was big enough to
install direct links from and to all traf ¢ endpoints. Thuke routing cost nd in this scenario
is the minimum possible.

Finally, Figure6.18shows the 2-connected network used by the algorithm to edstblu-
tion. This is the 2-connected network of minimum cost.

In this test case the routing costli§9244
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6.2.5 Conclusions

Table6.8 summarizes the results obtained when running the test.cases

Test Case| Routing | Time | Installation Installed
Number Cost (s) (budget) | Transport Links
1 175010 | 104 0 0
2 174146 | 127 3000 12
3 174066 | 134 10000 26
4 159244 | 139 100000 42

Table 6.8 — Results obtained after running the algorithnmHtertest cases.

We observe that when higherlismore links are installed, which makes the routing cost
being lower. When increase the nominal routing scenario tends to be moreylitelthe
installed transport links. In the case of test number fouh laoe the same, concluding that the
algorithm had enough installation budget to install newdifor each pair of traf ¢ endpoints.
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Chapter 7

Conclusions

The present project addressed a complex and actual problemahy telecom operators
that is how to design and grow the capacity of their Transpetivork in order to minimize
the routing cost of the data traf c generated in the Data Nekw

First, we introduced the MOBCRN problem and presented thie sif the art. After that,
we showed that the MOBCRN problemN#>-Hard and designed a polynomial algorithm that
nds solutions for the MOBCRN.

Following that point, we tested the algorithm against soitiemoways of solving similar
problems using the information from a real telecom oper®&dITEL. At this point we proved
that the algorithm performs as expected, giving similaugalas the best ways of solving the
problem.

Finally, we tested the algorithm with the complete ANTELstwork in a very complex
scenario for different levels of installation budget, eiping the different outputs of the algo-
rithm for each case.

Because of these points, we can conclude that the presdgittan performes within
the range of previous works, adding the possibility to eatduhe installation of new transport
links. This not only allows a telecom operator to design itdtiroverlay network, but also plan
a growth of its existing network. This was proved using re&imation showing good results,
which is a clear example of the potential of this kind of tools

89



90

Chapter 7. Conclusions



Chapter 8

Open Problems and Future Work

Despite the algorithm performs in the range of previous wankthe same area, there are
many improvements that can be done in order to have fastebeiter solutions for the pro-
blem.

On the one hand, the way the algorithm installs new links rigrtam being optimal. The
present algorithm installs links starting from the rstfttademand to be analyzed. This can
frequently produce situations in which the optimal set ditafied links are not chosen. A
possible solution for this problem is to consider all positombinations of installed links
according to the installation budget and keep the one thaitmides the routing cost. This was
discarded beacause that approach consumes a lot of compatatsources. A more clever
way to solve it could be to formulate an integer programmiragel to assign the optimal set
of installed links.

On the other hand, a similar situation is faced when we nd shertest paths for the
nominal routing. As the algorithm runs a shortest-path ritlgm for each ow separately, the
optimal solutions is not likely to be found.

As this algorithm only tries to minimize the routing cost #ogiven traf ¢ scenario, it can
be intereseting to formulate a problem to study which is thralination of installed links that
produces the minimun routing cost for a set of traf ¢ sceosathat a telecom operator is likely
to experience during its day-by-day operation.

Moreover, it would also be intereseting to study wich is teed links that minimizes the
product between the installation budget and routing cdsis Will help the operator to know
not only which transport links must be installed to optimitzenetwork, but also how much
budget they must consider.

A reformulation of the problem can also be performed to ndusons under unfeasible
scenarios as stated in Sectib2.3 Covering these scenarios would help to nd solutions to a
wider range of network con guations.
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